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Abstract: Multiple wireless terminals jointly create 
and maintain ad hoc networks without the help of 
central entities. Possible applications for such net-
works are in urban areas to avoid additional costs 
for communicating over cellular networks. When-
ever two nodes are not within each others prox-
imity, they use multihop connections for data ex-
changes. Ad hoc routing algorithms are utilized to 
setup these multihop connections. Most of them 
have been studied with the network simulator ns-2. 
In contrast to the proposed scenario, simulations 
always utilized flat simulation environments, with 
all nodes within line of sight. Within this paper, we 
introduce the well known Walfisch-Ikegami propa-
gation model to allow ad hoc simulations in urban 
areas. It allows accurate propagation predictions, 
but does not significantly delay computation. Fol-
lowing simulations in two different urban situations 
reveal new performance insights. Ad hoc algorithms 
are able to cope with this environment, but com-
pared to simulations with flat environments the 
overall network performance is significantly re-
duced.  
Keywords: Ad Hoc Networks, Walfisch-Ikegami, 
Routing, Simulation, Performance. 
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Introduction 
Ad hoc networks are self configuring wireless networks 
without any fixed infrastructure. Nodes are able to 
create connections with distant communication part-
ners. As they ought to be small devices with limited 
battery lifetimes, the maximum radio transmission 
range is small as well. Therefore, communication part-
ners are often not within direct radio range and connec-
tions must be setup over multiple other nodes. Sources 
use these nodes as relays to forward data. Nodes are 
free to enter and leave ad hoc networks at any place 
and any time. Additionally they generally do not have 
stationary positions, but move independent from each 
other through the network. Their movement patterns 
are generally not correlated. With this node mobility, 
network topologies constantly change. These changes 
cause frequent route breaks and force sources to rees-
tablish or maintain connections to their distant commu-
nication partners.  
Numerous ad hoc routing algorithms exist to allow 
networking under various conditions. They can be 
separated into two groups: proactive and reactive algo-
rithms [1][2]. Proactive algorithms always maintain an 
overview over the network and therewith nodes are 
able to create instant connections to other nodes. In 
case of frequent topology changes, the necessary over-
head to maintain the necessary link tables often exceeds 

the advantage of quick route creations. Frequent rout-
ing packets congest the network and delay data packets 
or even cause packet drops. If nodes increase the period 
between consecutive topology updates, connectivity 
information in nodes possibly contains errors. These 
errors lead to misguided packets and therewith cause 
packet losses.  
Reactive routing algorithms create routes only on de-
mand and do not try to maintain an overview over the 
network. This reduces the generated overhead, but 
requires time consuming route creations, as sources do 
not have any path towards their destination. Previous 
publications (see section 5) depict, that reactive algo-
rithms outperform proactive ones, especially for fre-
quently changing network topologies. The reactive 
algorithms AODV [3] and DSR [4] show almost equal 
results. Some simulations favor ADOV, some DSR.  
The major drawback of these simulations is their simu-
lation setup. Although application scenarios for ad hoc 
networks are mostly placed in urban areas or indoors, 
all previous simulations assume flat simulation areas. 
All nodes are within line of sight (LOS) and a correct 
packet reception is only determined by the distance 
between sender and receiver. Previous publications do 
not yet considered the impact of urban areas on the 
performance of ad hoc routing algorithms. Routing 
performance changes considerably, if they must cope 
with buildings within the simulation area. Additionally, 
different ground plans might favor one or the other 
reactive routing algorithm.  
Further on, valuable routing optimizations for flat 
simulation areas might be destructive within urban 
environments. Our simulations give new insights, 
whether ad hoc routing algorithms are able to cope with 
all kinds of environments, not only flat ones.  
The following paper is structured as follows: Section 2 
describes existing ns-2 propagation models and sec-
tion 3 introduces our new urban propagation and mobil-
ity model. A simulation evaluation and comparison of 
two ad hoc routing algorithms within urban environ-
ments follows in section 4 and section 5 discusses re-
lated work. The paper sums up with a conclusion in 
section 6. 

Current implementations of ns-2 
propagation models 
The assumed propagation model has great impact on 
wireless network performance. A model generally 
depends on various parameters. Some are easy to de-
termine within simulations, like the distance between 
sender and receiver or the utilized frequency. But oth-



ers must be represented as random functions or con-
stant factors, like interferences or fading effects.  
To allow reasonable simulations within an acceptable 
amount of time, propagation models must simplify 
calculations and reduce the required computation to a 
minimum. The network simulator ns-2 knows three 
different propagation models to simulate wireless ad 
hoc networks, the free space (FS) model, the two ray 
ground (TRG) model and the shadowing model.  
The underlying channel model in ns-2 is quite simple. 
The simulator calculates the receiving power Pr for 
every transmission between two nodes with the chosen 
propagation model. The channel model distinguishes 
primarily between three cases. In case Pr is greater than 
the receiving threshold RXThresh, the transmission has 
enough power to allow proper reception at the receiver 
side. Other simultaneous transmissions with reasonable 
transmission powers may certainly interfere with this 
transmission and make a correct reception impossible. 
If Pr is below RXThresh but greater than the carrier sense 
threshold CSThresh, the receiving node must drop the 
packet. However, the receiving power of this transmis-
sion is still strong enough to interfere with other simul-
taneous transmissions. Consequently, these interfered 
packets are also invalid and nodes must drop them as 
well. Transmissions with receiving powers Pr smaller 
than CSThresh do not even obstruct other simultaneous 
transmissions at the same node. As ns-2 forwards all 
transmissions to all nodes, it is the most probable case. 
It is only necessary to improve simulation performance 
and to simplify packet processing during simulation.  

2.1 Free space model 
The free space model is the simplest model. It only 
assumes the direct path between transmitter t and re-
ceiver r. The receiving power Pr depends on the trans-
mitted power Pt, the gain of the receiver and transmitter 
antenna (Gt, Gr) the wavelengthλ, the distance d be-
tween both nodes and a system loss coefficient L. All 
parameters, but the distance d, are system wide con-
stant parameters. During a simulation run, the receiving 
power Pr only changes with the distance between 
sender and receiver. As both receiving parameters 
RXThresh and CSThresh are also constant throughout simu-
lations, receiving nodes must be inside a perfect disc. 
Otherwise, they are unable to collect packets properly. 
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2.2 Two ray ground model 
The TRG model is an improved version of the FS 
model. It considers the direct ray between sender and 
receiver, but also the ground reflection. As with the FS 
model, both nodes are assumed to be in LOS. The 
heights of both antennas over the ground are depicted 
with ht and hr and are constant during simulations. Up 
to the crossover distance 4Thresh t rh= π⋅ ⋅ λd , the 
TRG model is equal to the FS model. Beyond this dis-
tance, the ground reflection destructively interferes 
with the direct ray and further reduces the field 
strength. The receiving signal strength is then inverse 

proportional to d

h

4. Just like the FS model, TRG con-
tains only the distance between sender and receiver as 
variable parameter.  
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Figure 1: Two ray ground propagation model with its direct ray and 

the reflection. 
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2.3 Shadowing model 
For both previous models, the sender-receiver distance 
is the only variable parameter during simulations. This 
forms a circular coverage around a sending node and a 
sharp range limit. Beyond this range, no further recep-
tion is possible. To introduce random events, the shad-
owing model utilizes a random variable X. The shadow-
ing model requires a reference distance d0 to calculate 
the average received FS signal strength Pr,FS(d0). The 
path loss exponent β in (3) depends on the simulated 
environment and is constant throughout simulations. 
Values vary between two (free space) and six (indoor, 
non-line-of-sight). X is normal distributed with an aver-
age of zero and a standard deviation σ (called shadow 
deviation). Again it is non-variable and reasonable 
values vary between three (factory, LOS) and twelve 
(outside of buildings). Values for β and σ were empiri-
cally determined.  
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Therewith the shadowing model introduces some kind 
of unpredictability for data transmissions. Correct re-
ceptions are guaranteed for close proximities and im-
possible over long distances, whereas correct recep-
tions are unpredictable for medium distances. Never-
theless, the correct reception area still forms a disc 
when considering many transmissions.   
The unpredictability is also the great disadvantage of 
this model. The signal strength variations are not direc-
tion-dependent and possible errors can occur during 
every transmission. It varies significantly between 
consecutive transmissions and even differs for the re-
ception of the same transmission at different receiver. 
This might force ad hoc routing algorithms to establish 
new routes, even if packet losses are one-time events 
and following packets would be received successfully.  
As shown, the receiver signal strength of all currently 
implemented propagation models for the ns-2 do only 
depend on the distance between sender and receiver as 
variable parameter. All other parameters are constant 
throughout simulations.  



3. The city propagation model 
With those simplified models, reasonable simulations 
of ad hoc algorithms in urban areas are not possible. 
Within cities, radio transmissions are heavily direction 
dependent and they do not solely depend on sender-
receiver distances but also on the position of obstacles. 
Numerous propagation models exist to forecast signal 
strength distributions in urban areas, but most require 
complex calculations. This leads to long simulation 
runs and therefore they prove oneself inappropriate for 
simulations with the ns-2 program suite.  

3.1 Urban propagation model 
Unlike others, the Walfisch-Ikegami model (WIM) [5] 
requires only few calculations to achieve sufficient 
accuracy for signal strength distributions in urban ar-
eas. The European Co-Operation in the field of Scien-
tific and Technical research (COST) developed the 
model and the International Telecommunication Union 
(ITU) accepted it as propagation model for cellular 
networks. The COST 231 project [6] enhanced it for 
predictions in urban cells with small to medium radio 
transmission ranges. It shows small deviations com-
pared to real-world measurements. Although COST 
originally developed WIM to forecast signal strengths 
in urban cellular networks, this model is also reason-
able to predict field strengths in ad hoc network simula-
tions.  
The WIM model distinguishes only between two cases, 
LOS and non-LOS (NLOS) with buildings between 
sender and receiver. It assumes NLOS propagations 
only over roofs with diffractions at the first and the last 
building (see  for details). Consequently, the 
decay decrease only with increasing distances between 
sender and receiver and not with the number of build-
ings in between. WIM requires several parameters in 
order to calculate accurate predictions. As COST de-
veloped the model for cellular networks, two parame-
ters are outside of their approved range when used with 
ad hoc networks.  

Figure 2

Figure 2: Over roof propagation of the Walfisch-Ikegami model. 
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The first parameter is the transmission frequency f. It 
should be below 2GHz, but the WLAN 802.11b stan-
dard defines its radio frequency with 2.4GHz. The 
second invalid parameter defines the heights of the 
sender. WIM requires a sender position ht at least 4m 
above the ground, but a regular ad hoc node has proba-
bly a heights of 1.5m. As both differences are small and 
we do not need highly accurate predictions, the WIM 
model is still appropriate. All other parameters are 
within the required ranges. Node distances d must be 
smaller than 5000m and the receiver heights hr in the 
range of 1...3m. Our ns-2 cityprop extension reads 

ground plans of an unlimited number of buildings from 
an input file. As WIM utilize only the average building 
heights, certain heights are not necessary, the input files 
provides only a single height for all buildings.  
As  shows, the overall decay value between 
two points is the sum of a free space, an over roof and a 
final decay value. Due to page restrictions, we do not 
show exact WIM model formulas, all details are in [5].  
The WIM model unfortunately calculates only accurate 
decays for positions outside of buildings. In order to 
allow simulations with nodes inside of buildings, we 
added some additional computational methods. For 
decay calculations between positions inside buildings 
and locations outside, the program assumes LOS but 
adds additional 15dB to this result. This value ensures 
that transmissions span longer distances outside of 
buildings than to nodes inside. We assume LOS for 
senders and receivers within the same building. 
Even with low computational requirements, WIM still 
lengthens simulation runs. It would be necessary to 
compute the field strength of all sender-receiver pairs 
for every transmission. To reduce this computational 
effort, we divide the simulation area into grid elements. 
Within each tile, the decay value is constant and de-
fined by the value of its center. With the knowledge of 
the exact positions of buildings, the calculation of the 
decay value table is separable from the following simu-
lation run.  
The cityprop extension calculates the decay value be-
tween every two grid elements. With Nx the number of 
tiles in x-direction and Ny in y-direction, the number of 
necessary decay computations is C=Nx·Ny(Nx·Ny+1)/2. 
With Nx=Ny=N, the computational effort raise with 
O(N4). To allow fast calculations of decay tables, to 
minimize the size of output files and to save memory 
during ns-2 simulation runs, N must be as small as 
possible. On the other hand, to ensure reasonable decay 
calculations, N should not be too small. We run multi-
ple simulations with 5m, 10m, and 20m edge lengths to 
determine a reasonable grid element size. The number 
of tiles per axis Nx and Ny is set according to the size of 
the simulation field and the tile edge lengths.  
Packet loss and routing overhead of various ad hoc 
routing algorithms differ only by 2% for varying ele-
ment sizes and therefore we omit to show these results. 
Although these little influence on performance, we 
refuse to use edge lengths of 20m. It occasionally 
causes NLOS conditions for clear LOS situations. As 
the decay value of a tile is determined by its center, 
fractions of tiles are outside of buildings but have de-
cay values as they would be inside or vice versa. This 
falsification obviously increases with increasing edge 
lengths. As we do not have real world measurements, 
we tried to set the grid element size as small as possible 
to reduce the inaccuracy. For large simulations with a 
simulation field of 500x500m2, 5m edge length is al-
ready too small. The size of the decay output file ex-
ceeds the 2GB limit of Linux. As tradeoff, we set the 
edge length of all elements in all simulations constantly 
to 10m. The decay value output file is still utilizable 
and the introduced error is negligible, when 10m tiles 
divide even greater simulation areas. 



To allow the comparison of the optimal path and the 
chosen path between any two nodes as additional met-
ric, the network simulator requires the optimal path 
information as input. As the shortest path between 
nodes depends on the network topology and its connec-
tivity, it also depends on the calculated decay values. 
This would require the decay table as input parameter 
for the node movement generation. In order to simplify 
this handling, we combined the decay value calcula-
tions and the movement generation into one program 
and into a single output file. Therewith ns-2 jointly 
reads the decay value table and the node movement 
information before it starts the simulation. 

3.2 Urban node mobility model  
The random waypoint mobility (RWP) model [7] 
commonly generates the node movements in ad hoc 
network simulations. These movement patterns work 
well for flat simulation areas, but show unrealistic 
behaviors in urban environments.  
RWP controlled nodes does not interfere with their 
surrounding environment. They enter and leave build-
ings at any place and do not try to go around them. In 
order to allow more realistic node movements, we 
introduce the city motion (CM) mobility model. It is 
based on the RWP model but considers the position of 
buildings.  
Just as RWP controlled nodes, CM nodes randomly 
choose destinations inside the simulation area and start 
moving towards them. In case they reach a building on 
their way to the destination, they choose with an 80% 
probability a new destination and stay outside of the 
building. For the remaining 20% probability, they do 
not change their direction and move straight into the 
building. Nodes inside of buildings behave comparable. 
When engaging walls, they choose with 80% probabil-
ity new destinations and stay inside, otherwise they 
leave the building. To keep the computational complex-
ity as low as possible, CM controlled nodes may enter 
or leave buildings at any point. The chosen probability 
distribution between both cases allows nodes to stay 
mostly on their particular side of wall. 

4. 
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• 

• 

Results 
As shown in section 5, AODV and DSR mostly per-
form better than other ad hoc routing algorithms. 
Therefore, we focus only on these algorithms and test 
how they cope with urban environments. We define 
two different building plans. The Manhattan scenario 
should adapt large cities with regular ground plans. All 
buildings have rectangular shapes and equal sizes and 
neighboring buildings have the same distance from 
each other. The Italy scenario has less buildings but 
each building has more corners and no right angles. It 
is more similar to European city centers with an irregu-
lar ground plan. As already described, the simulation 
area is limited, because the size of grid elements should 
be small, while the number of elements must not ex-
ceed a certain threshold value. The tile size is constant 
for all simulations and has an edge length of 10m. For 
simulations with 30 and 50 nodes, we use a 350x350m2 
simulation area, for simulations with 100 nodes both 
edges of the simulation field have a length of 500m. 

The main mobility model is the CM model. Although 
RWP shows unrealistic movement patterns in urban 
areas, we still run simulations with this model to allow 
comparisons with results from [8][9]. The maximum 
node velocity is either 1m/s or 10m/s. This allows a 
conclusion concerning the ability of an algorithm to 
cope with high and low mobility profiles. Nodes do not 
pause between consecutive movements. The literature 
shows, that algorithms have most problems to cope 
with these parameters and performance differences are 
most obvious. To minimize effects during the initial 
startup phase, and in accordance with previous work, 
the simulation period is set to 900s.  
Again following previous publications, we use the 
existing WLAN 802.11b [10] implementation of ns-2 
2.1b9a [11] version with a maximum throughput of 
11MBit/s. Data packets are unacknowledged and 
sources do not retransmit lost packets. Data packet 
flows have a constant bit rate (CBR), each packet has a 
payload of 64 Bytes, and each source generates 
4 packets/s. 50% of all simulated nodes act as traffic 
sources. Therefore, larger simulations with more nodes 
must cope with greater network loads and longer aver-
age paths. 
To compare these two ad hoc routing algorithms, we 
chose three different metrics: 

The packet loss metric is the ratio between data 
packets dropped while traversing the network and 
originally send data packets. The loss ratio only con-
siders CBR data packets and no signaling packets.   

The routing overhead metric depicts the ratio be-
tween signaling bytes and the total number of send 
bytes. All route request and route reply packets count 
as routing overhead. Information send over multiple 
hops count multiple times and this metric considers 
source routing information in DSR data packets as 
overhead.  

The path optimality metric describes the quotient 
between optimal path lengths and true number of hops 
required to reach destinations. Larger values (close to 
one) indicate frequently used optimal paths. 

4.1 Italy scenario 
The first simulations run with the Italy scenario and 

 shows the corresponding results. The overall 
packet loss for simulations with 50 nodes is below the 
loss of simulations with only 30 nodes. We traced back 
the increased packet loss with 30 nodes simulations to 
an insufficient coverage of the 350x350m

Figure 3

2 area. As in 
previous work (see section 5), DSR performs better 
than AODV for limited network sizes and low node 
mobility. It is obvious, that the packet loss raise with 
increasing maximum node velocities, but it is unex-
pected, that the CM model has packet loss rates well 
below the values for the RWP model. Using the Italy 
ground plan, this behavior is independent from the 
network size, the utilized routing algorithm, and the 
maximum node velocity. A more detailed analysis 
showed packet losses mostly occur when nodes move 
inside of buildings, because this dramatically alters the 
propagation decay between sender and receiver. As the 
CM prevents frequent movements into buildings, it 
performs better than the RWP model. For larger net-



works (100 nodes) and with fast moving nodes, AODV 
has a much better performance than DSR. With up to 
80%, DSR has an unacceptable packet loss rate, 
whereas AODV can keep it well below 40%. For small 
network sizes, the routing overhead is for both algo-
rithms and any mobility pattern around 55%. For 
greater networks, the overhead raise to more than 80%. 
Comparable to the packet loss metric, the DSR over-
head is below the AODV overhead for small networks 
and low mobility cases, whereas it is above AODV for 
large networks and high mobility patterns. Interest-
ingly, the path optimality metric of DSR is always 
better than that of AODV, even if the routing overhead 
and the packet loss are worse.  
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Figure 3: Packet loss, routing overhead and path optimality for the 

Italy scenario. 

Figure 3

Compared to the TRG model, the usage of WIM as 
propagation model does greatly reduce the maximum 
transmissions range and therefore requires higher node 

densities than before. In contrast to flat simulation 
areas, it also worsens the overall network performance, 
because it requires more frequent route reestablish-
ments. Interestingly enough it does not alter the per-
formance relationship between DSR and AODV, com-
pared to the existing results (see section 5). 
Only the confidence intervals for packet loss results 
have reasonable values, and  and F  
depict them. The confidence intervals for the routing 
overhead and the path optimality results are small and 
negligible. We omit to show them in the figures for 
representational reasons. The division of the y-axis for 
the packet loss is logarithmic in both figures. 

igure 4

igure 4

4.2 Manhattan scenario 
The Manhattan ground plan as second scenario has 
much more buildings within the simulation area. This 
forces both routing algorithms to generate more fre-
quent route requests in order to compensate shorter 
path lifetimes compared to the Italy scenario. There-
fore, both algorithms have significantly increased 
packet losses (F ) for small network sizes. This is 
independent from the utilized mobility patterns. As 
within the Italy scenario, the CM model causes less 
packet losses than the RWP model. For larger simula-
tions (100 nodes), AODV again outperforms DSR. We 
do not have a detailed explanation yet, why the CM 
model causes more packet losses for the high mobility 
case. Especially AODV generates much more losses 
when node movements follow the CM rather than the 
RWP model.  
For the Manhattan scenario, it seems that the possibility 
to stay outside of buildings also increases the chance 
for nodes to disappear behind nearby corners. Nodes 
which move unaltered through buildings might keep an 
existing connection alive longer than nodes interfering 
with their environment.  
This hypothesis is enforced by the fact that the AODV 
routing overhead raises for high mobility simulations 
with CM compared to those with RWP. As the average 
route lifetime with CM is below the average of RWP 
more route requests traverse the network, congest it, 
and increase the overhead. For smaller network sizes, 
the routing overhead proportion between CM and RWP 
follows the original relationship. Routes stay longer 
alive, when nodes move more seldom inside of build-
ings. The possibility that these nodes disappear behind 
corners is much smaller, as they move much slower.  
The fact that for small network sizes (30 nodes) the 
packet loss decreases while the mobility of nodes in-
crease is another important point to mention. This only 
happens in networks with insufficient numbers of 
nodes to cover complete simulation areas. Nodes fre-
quently form two independent networks. Network sepa-
rations occur with slowly and fast moving nodes, but 
separations last longer for low mobility patterns. With 
steady moving nodes, more packets get lost if source 
and destinations are separated. With faster moving 
nodes, such conditions generally do not last as long and 
increases the possibility that at least some packets ar-
rive at their. 
As with the Italy scenario, DSR outperforms AODV 
with regard to the path optimality metric, while the 



difference between both algorithms is less significant. 
For AODV with 100 fast moving nodes, the path opti-
mality metric decrease as fast as its belonging packet 
loss and routing overhead increases. 
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Figure 4: Packet loss, routing overhead and path optimality for the 
Manhattan scenario. 

For the Manhattan scenario, DSR still performs better 
than AODV for low mobility patterns and within net-
works with limited numbers of nodes, while AODV is 
able to show its strength to cope with large networks 
and fast moving nodes. 
Significant differences appear when comparing simula-
tions with WIM as propagation model with results from 
the literature using the TRG model. While the perform-
ance relations between AODV and DSR remains un-
changed, the absolute performance is much worse. 
Especially for simulations with 100 nodes, the packet 
loss is unacceptable. From this point of view, it is ques-
tionable if large networks in urban environment can 

exist, and nodes are able to keep their connections 
alive.  

5. 

6. 

Related work 
Broch et. al. [8] firstly use the ns-2 for performance 
measurements of ad hoc algorithms. They use the stan-
dard WLAN 802.11 as MAC layer and the TRG model 
as propagation model. They run simulations with 50 
nodes. Their results reveal that all algorithms perform 
worst if they must cope with continuous node move-
ments. DSDV and TORA always cause high packet 
losses and routing overheads. For networks with lim-
ited number of nodes, Broch’s simulations reveal that 
DSR outperforms AODV in terms of packet loss and 
routing overhead. 
Johanson et. al. [9] run similar simulations, again with 
TRG as propagation model. It reveals, that AODV has 
a reduced packet loss compared to DSR within low 
load scenarios, and shows equal results for high loads. 
AODV requires more routing packets, but DSR gener-
ates more byte overhead. An obstacle scenario shows 
the ability of the algorithms to cope with frequent link 
breaks. This very basic model only considers the LOS 
and the NLOS case. If obstacles are between senders 
and receivers correct packet receptions are impossible. 
The results show no new insights. AODV and DSR 
perform almost equal. 
Das et. al. [12] also use TRG. Their simulation setup 
differs slightly from previous experiments, but results 
again show, that AODV outperforms DSR within chal-
lenging scenarios (network load, number of nodes, 
maximum node velocity). Whereas DSR is more suit-
able for less challenging conditions and for situations, 
in which routing overhead has to be low. To our 
knowledge, no further publications exist, considering 
the impact of propagation models on ad hoc network 
performance.  

Conclusion 
Within this paper, we introduced the Walfisch-Ikegami 
propagation model to allow ad hoc network simulations 
within urban areas. The literature shows that it allows 
sufficient accuracy while not significantly delaying the 
computation. In order to use a realistic simulation setup 
we do not use the random waypoint mobility model but 
introduce an improved version. With this model, nodes 
consider the position of buildings when moving within 
the simulation area. Running simulations with both 
extensions show large deviations to previous work. 
While the relation between the performance of AODV 
and DSR remains unchanged, the absolute performance 
values significantly degrade. DSR outperforms AODV 
in simulations with small networks and a low mobility 
profiles with respect to packet loss and path optimality. 
In contrast to that, AODV shows better performance in 
scenarios with more nodes and an increased terminal 
mobility. As expected, the ground plan has great influ-
ence on network performance. Densely positioned 
buildings cause more route breaks and packet losses 
than environments with sparsely deployed buildings.  
Compared to results using flat simulation environ-
ments, AODV and DSR show significantly degraded 



results. The path lifetimes are very short and require 
frequent route reestablishments in order to allow con-
tinuous data exchange. Especially large networks with 
100 nodes suffer from these route breaks and show 
poor results. Packet losses beyond 80% and routing 
overheads of almost 90% prevent any kind of reason-
able node-to-node communication. Using our simula-
tions as reference, it is very questionable, if large ad 
hoc networks can be maintained in urban environments. 

References 
[1] E. Royer, C-K Toh, “A Review of Current Routing 

Protocols for Ad-Hoc Mobile Wireless Networks” IEEE 
Personal Communications, April 1999. 

[2] C. E. Perkins editor, “Ad Hoc Networking” Addison-
Wesley, 2000. 

[3] C. Perkins, E. Royer, “Ad hoc On demand Distance 
Vector Routing”, in Proc. of 2nd IEEE Workshop on 
Mobile Computing Systems and Applications, February 
1999. 

[4] D. Johnson, D. Maltz, D. “Dynamic source routing in ad 
hoc wireless networks”, in Mobile Computing (ed. T. 
Imielinski and H. Korth), Kluwer Academic Publishers, 
pp 153-181, The Netherlands, 1996. 

[5] Fleury, B.H., and Leuthold, “Radiowave Propagation in 
Mobile Communications: An Overview of European 
Research”, IEEE Communications Magazine, pp.70-81, 
February 1996. 

[6] COST 231, “Urban transmission loss models for mobile 
radio in the 900- and 1800 MHz bands (Revision 2),” 
COST231 TD(90) 119 Rev. 2. 

[7] T. Camp and J. Boleng and V. Davies, “A Survey of 
Mobility Models for Ad Hoc Network Research”, Wire-
less Communications & Mobile Computing (WCMC): 
Special issue on Mobile Ad Hoc Networking, 2002 

[8] J. Broch, D. Maltz, D. Johnson, Y.-C. Hu, J. Jetcheva, 
„A Performance Comparison of Multi-Hop Wireless Ad 
Hoc Network Routing Protocols“, in Proc. of ACM Mo-
biCom 1998, Dallas, USA, October 1998. 

[9] P. Johansson, T. Larsson, N. Nedman, B. Mielczarek, 
M. Degermark, “Scenario-based Performance Analysis 
of Routing Protocols for Mobile Ad-hoc Networks“, in 
Proc. of ACM MobiCom 1999, Seattle, USA, August 
1999. 

[10] B. Crow, I. Widjaja, J. Kim, P. Sakai, “IEEE 802.11: 
Wireless Loacal Area Networks”, IEEE Communica-
tions Magazine, pp 116-126, September 1997. 

[11] K. Fall, K. Varadhan, editors, “ns notes and documenta-
tion”, The VINT Project, UC Berkeley, LBL, USC/ISI, 
and Xerox PARC, November 1997. 

[12] S. Das, C. Perkins, E. Royer, “Performance Comparison 
of Two On-demand Routing Protocols for Ad Hoc Net-
works“, in Proc. of  IEEE InfoCom 2000, pp 3-12, Tel 
Aviv, Israel, March 2000. 


	Introduction
	Current implementations of ns-2 propagation models
	Free space model
	Two ray ground model
	Shadowing model

	The city propagation model
	Urban propagation model
	Urban node mobility model

	Results
	Italy scenario
	Manhattan scenario

	Related work
	Conclusion
	References

